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Experimental evidence suggests that activity in sensory cortices is sparse in that only few
neurons, out of a large pool that could respond to sensed stimuli, are active at a time. Gener-
ative learning models that aim to replicate sensory systems could deviate from sparse activity
patterns when representing noisy signals. We ask: are there biologically plausible implemen-
tations that will maintain sparse activations for different levels of noise while representing the
underlying signal?

A family of generative algorithms modelling sensory systems represent a stimulus as a linear
sum of an overcomplete dictionary of vectors with their corresponding coefficients taking the
role of activations. Olshausen and Field [1] showed that a learning algorithm that is set to re-
construct natural images with sparse activations develops vectors that have three properties,
also found in the receptive fields of neurons in the primary visual cortex, i.e. they are localized,
bandpass, and oriented (Figure 1).

Figure 1: Feature vectors generated with sparse codes are similar to the receptive fields of V1 cells.

The properties emerge by solving an optimization problem which aims to minimize the square
error between the actual image and the reconstructed one while keeping the sum of the activ-
ities (L1 norm) as small as possible (with the relative weight of the two tasks being controlled
by a trade-off parameter, a positive scalar). Traditionally for this kind of problems the summa-
tion of activations is minimized (a convex optimization problem); but ideally, we would want
to minimize the number of nonzero activations. What hinders us from that is that in the latter
case the problem becomes nonconvex. Moreover, a fixed trade off parameter cannot acco-
modate the same sparsity for a wide range of noise levels.To remedy these effects we use an
adaptable trade-off parameter and an Lp norm with p between 0 and 1. We discuss possible
connections of these tools with brain mechanisms.

References

1. Olshausen, B. A. et al. Nature 381 (1996).


